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8. Correlation Analysis
—

N »

tCorrelation,analysis 1S the study of relationship be-

ween two or more vqriab/eg It is the co-variation of two
variables.
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The measure of correlation is called correlation co-

efficient.

The weight of a man depends on height. When hei ght

Increases weight also increases. This is a correlation be-
tween weight and height,

The travelling time depends on speed. When the speed
i1s low. the travelling time will be high. When the speed is
® high, the travelling time will be low. The relationship be-
T tween time and speed is a correlation.

CF_ he correlation is mainly two types, namely positive
correlation and negative correlation.

If the two variables move together in the same di-
rection, the correlation is called positive correlation. 1t is
also called direct correlation. In positive correlation, there
is an increase in the value of one variable is accompanied by
an increase in the value of the other variable: or a decrease
in the value of one variable is accompanied by a decrease in
the other variable.

Eg. Height and weight - Increase

In negative correlation, the two variables tend to
move in opposite directions. 1t is also called inverse cor-
relation. Here, an increase in the value of one variable is
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rease fthHé value of the other val_’lable;
lue of one variable 1s accompanied by
her variable.

accompanied by a dec
or a decrease in the va
an increase in the value of the ot

‘ d speed. ) - ~
Eg. 7ime and spe B » method called

‘h ion i ured by a meth
The correlation 1s meas b ed by Karl

lation explains the

AN

Pearson’s coefficient of correlation
Pearson. Pearson’s coefficient of corre
degree of relationship between two variables.

Pearson’s coefficient of correlation is denoted by the

symbol y.
The formula for the calculation of Pearson’s coeffi-

cient of correlation. dx = x-x = deviation from X
_ Z dx dy dy = y-y = deviation fromy
\/ Tdx? X Zdy’ ydxdy = Multiply the deviations

Y

>dx? = The sum of the square
of the deviations of x

>dy? = The sum of square of
the deviations of y
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- LThe value of Pearson’s coefficient of correlation
always lies between +1 and -1.

Al
Wheny is +1, then there is perfect positive correlation
between the two variables.

When 7y is -1, then there is perfect negative
correlation between the two variables.

When v is O, then there is no relationship between
the two variables.
Theoretically, the correlation Coefficient values lje

inbetween +1 and -1. But actual] .
A Y the values |
+0.8 and -0.5 ) ' le between

of x and y and get the total
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According to Prof. Botkding ' Wherever some ({c?/zfu[e‘ n_~r
connection exists between 2 or more groups, classes o ‘ﬁ_
| series of dara, there is said to be correlation”. ) &
| A‘Very simple definition is given by A M. Tllfﬂ;’-[ A”? J
analysis of the co-variation of two or more variables is :T
usually called correlation. | J
' 3 Uses _ o
Va Cl. Correlation is very useful to study the relatlonshlp :[
between variables, | |
2. Some variables show some kind of relationship; i
correlation analysis helps in measuring the degree of =
relationship between the variables. . ’i"
3. The relationship between variables can be verified
and tested for significance, with the help of the correlation :]
analysis. The effect of correlation is to reduce the range of :l

uncertainty of our prediction. :]
ation is a relative measure

4. The co-efficient of corre] _
and we can compare the relationship between variables which 1

are expressed in different units.
5. Sampling error can also be calculated.
6. Correlation is th
and ratio of variation. \

Correlation and Causation
Correlation analysis deals w

e basis for the concept of regression

ith the association or co-

L. Ttis due to pure chance. Forexample, the relationship
between cars production and the childyen bornin a country,
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Table 8.1: Degree of corfelation.

Degree of Correlation Positive Negative
Perfect correlation +1 -1
o hlgh degree of +0.9 or more -0.9 or more
correlation
Fairly high degree of
-0.75t0-0.9
correlation from + 0.75 to +0.9| from
Moderate degree of -
-0.5t0-0.7
correlation from + 0.5 to +0.75| from - 0.5 to - 0.75
Low degree of |
correlation from+0.25 to +0.5 | from - 0.25 to-0.5
Very low degree of
correlation less than 0.25 less than - 0.25
No correlation 0 0
Types of Correlation

Correlation is classified into many types, but the
Important ones are:

1. Positive and negative 3. Partial and total
2. Simple and multiple 4. Linear and non-linear

1. Po/sitive and Negative Correlation

\Positive and negative correlation depend upon the
direction of change of the variables. If two variables tend to
move together in the same direction 1.€., an increase in the
value of one variable is accompanied by an increase in the
value of the other variable; or a decrease in the value of one
variable is accompanied by a decrease in the value of the
other variable; then the correlation is called positive
correlation or direct correlaﬁon.@{ei‘:gﬁ"aﬁ'g\wei ght, rainfall

and yield of crops, age and weight of the baby are examples
of positive correlation,
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If two variables tend to move together in opposite
directions i.e., an increase in the value of one variable 18
accompanied by a decrease in the value of the other variable;
or a decrease in the value of one variable is accompanied by
an increase in the value of the other variable; then the
correlation 1s, called negative correlation or inverse

- A \ O -
correlation. (Yield of cro}ys and price are the examples of

negative correlation,

2. Simple and Multiple Correlation
kWhen we study two variables, the relationship 1s

" described as simple correlation; Eg. Age and weight of the
" baby; height and weight of the students, etc. But in a

 Jd g g g q

J
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multiple correlation we study more than two variables
simultaneously. Eg. Diet, age and weight of the bab})

3. Partial and Total Correlation |

/ The study of two variables excluding some other
variables is called partial correlation. For example, we study
age and weight of the baby eliminating the diet.

In total correlation, all the facts are taken into account.,
o

4. Linear and Non-linear Correlation

' If the ratio of change between two variables is uniform,
then there will be linear correlation between thery Consider

the following:
X 5 10 15 20 25

Y 3 6 9 12 15
The ratio of change between the variables is the same
[X:5+5=10; 10+5=15;15+5=20;20+ 5 =25;
Y;3.+3=6;6+3=9;9+3=12;12+3= 15]
/I\f we plot these on a graph, we get a straight 1in§like
this L g




Fig.8.1: Linear correlation.

P

@ anon - linear (curvilinear) correlation, the amount
of change in one variable does not bear a constant ratio (o

the amount of change in the other variableshConsider the

following;:
X 5 10 15 20 25
Y 3 S 6 9 10

The ratio of change between the variable - X is the same
[X:5+5=10;10+5=15: 15 +5=20;20+5=25)

But the ratio of change between the variable.Y 1S not
the same [Y : 3 +2=55+1=6;6+3=9:9+ | = 10]

/ W

f\lfwe plot these on a graph, we getacurve likethis
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9. Regression Analysis
a8

Regression is the measures of the average relation-

ship between rwo or more variables in terms of the origi-

nal units of the data.
Literally regression means going

back.
(The estimation of regression s called regression

analysis. In regression analysis, two variables are involved.
ple and the other 1S

One variable is called dependent varia

called independent variable.
“The yield of rice and rainfal

rice is a dependent variable and rain
variable. )

In regression analysis,
able can be calculated from th

able.

pack or stepping

| are related. Yield of
fall is an independent

the value of dependent vari-
e value of independent vari-

s the value of an unknown

Thus in regression analysi
he value of a known vari-

variable can be calculated from t

able.
One variable is represented as X and the other vari-

able is represented as Y.
The graphic representation of regression is called re-

gression line.
" There are two regression lines. They are,
Regression line of Xon X,

Regression line of Yon X.
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1) “Re ressi .
relat;;ns ip ien ,Slo" Is the measure of the average
Y€EN two or more variables in terms of

the original units of the datq - Baiy.)

2. “Regressi _

ture of t:g’essm-n an?lysw attempts to establish the
na it e r?lqtzorzshlp between variables, that is, to
study the functional relationship between the variables

and thc-‘reb”y provide a mechanism for predicting or
forecasing”. -Ya-Lun-Chow,

= It is often more important to find out what the
relaticn actually is, in order to estimate or predict one
variatle (the dependent variable) and statistical technique

approriate in such a case is called Regression analysis .
-Walis and Robert.

4. “One of the most frequently used techniques in
ecoromics and business research, to find a relation
betwen two or more variables that are related casually,

is raression analysis”. -Taro Yamane.

In the regression analysis, the independent variable
is dso known as the “regressor” or “predictor”,or
“evwlanator” and the dependent variable is known as
“rgressed” or “explained” variable.

pes of Regression Analysis
Tere are 3 Types of regression analysis. They are:
a. Simple and multiple
b. Linear and non-l{near
c. Total and partial:\

. Simple and Multiple
The regression analysis confined to the study of only

wo variables at a time is termed as simple regression. On
he otherhand, the regression analysis for studying more than
two variables at a time is known as multiple regression.
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